3-D shape measurement of complex objects by combining photogrammetry and fringe projection
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Abstract. A new concept for 3-D shape measurement of complex objects is proposed, which is based on photogrammetry and fringe projection. The shape of a partial view is determined by a combination of the phase-shift method for fringe evaluation and a photogrammetric triangulation to calculate the 3-D coordinates related to the sensor coordinate system. For the measurement of complex objects, partial views are taken from different sensor positions. The problem of matching the partial views into each other is solved by transforming each sensor position and the relating point cloud of the shape in a global coordinate system by photogrammetric matching of reference targets. © 2000 Society of Photo-Optical Instrumentation Engineers. [S0091-3286(00)02701-X]
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1 Introduction

Optical 3-D shape measurement systems are gaining importance in industrial applications. Sensor systems based on triangulation and structured light provide a noncontact and fast measurement compared to conventional coordinate measurement machines. The light-stripe technique has been especially highly developed. Besides devices with moving components like line scanners, fringe projection sensors based on the phase-shift method are widespread in surface inspection, quality control, and reverse engineering. The phase-shift method provides fast acquisition of dense point clouds. In general, systems with one camera and one projecting unit are used to acquire whole-field depth information on the inspected surface.

Shape measurement of complex objects requires registration from different views, resulting in point clouds related to different coordinate systems. The precise transformation of each sensor coordinate system into a common global coordinate system is necessary to obtain good accuracy of the whole measurement result.

Several approaches are currently used to determine the relative orientations of the sensor. The sensor can be fixed to a mechanical device that is positioned with high precision, and the sensor orientation is then derived from the position information. Besides the high cost of this systems, its accuracy is limited because small angular inaccuracies can result in large errors in coordinate calculation.

Another transformation method is the matching of point clouds. They are transformed by optimal fitting. Problems arise if the object does not offer contoured features. In this case it is impossible to obtain unambiguous solutions.

For practical applications, none of the described approaches is free from disadvantages. They are either too expensive or too restrictive.

Unlike most other fringe projection systems, the proposed shape sensor is based on a passive stereophotogrammetric setup with two cameras and one projection unit. Only the cameras have to be calibrated using an accurate bundle adjustment process. The problem of image correspondence is solved by projecting coded fringes with different orientations. Typical features from photogrammetry, such as self-checking and self-calibration, are transferred to fringe projection. High spatial resolution and high measurement precision are obtained by the phase-shifting technique with an large number of phase samples. Systematical error sources like phase-shifting errors or nonsinusoidal waveforms are eliminated by special correlation algorithms in addition to the passive setup.

Furthermore, the photogrammetric matching of point clouds will be presented. Photogrammetry is used to determine the global coordinates of circular targets that are attached to the object, resulting in a precise reference frame. The targets are also measured by the two cameras of the shape sensor with respect to the sensor coordinate system. They are used for orientation of the sensor relative to the reference frame. This information is needed for transforming the shape coordinates of the partial views to the global coordinate system.

2 Photogrammetry

According to the new concept, photogrammetry is used for measurement of sensor coordinates as well as for global matching of the partial views. Photogrammetry is the re-
construction of 3-D coordinates by combining two or more 2-D images taken from different points of view.6

The correspondence problem (i.e., the precise determination of the image coordinates of corresponding structures like circles, crosses, or characteristic gray-value patterns) is solved for two or more image planes. After finding homologous image points, the object-point coordinates are calculated by spatial intersection using triangulation. If a set of multiple points is imaged under different viewing angles, the sensor orientation itself can be calculated by a bundle adjustment process.7 In photogrammetry highly developed camera models based on the principle of central projection are used. By combining these models with digital image processing, a high degree of automation and precision can be achieved.8,9 Depending on the signal content of the gray-value images, the optical properties of the object, and the surface slope, accuracies of object-point determination as good as 1/70,000 relative to the field of view can be achieved with standard hardware components.10

As in general the number of observations exceeds the number of unknown variables, photogrammetry is closely linked to adjustment calculation which allows a statistical error analysis.11

Figure 1 shows the camera model used, which is based on the principle of central projection. The relation between the image coordinates and the object coordinates is given by the collinear equations

\[
\begin{align*}
  x_p &= -\frac{c}{Z_p} X_p + x_O + dx, \\
  y_p &= \frac{c}{Z_p} Y_p + y_O + dy,
\end{align*}
\]

where

\[
\begin{align*}
  X_p, Y_p, Z_p &= \text{object coordinates} \\
  X_O, Y_O, Z_O &= \text{coordinates of perspective center} \\
  X_p^*, Y_p^*, Z_p^* &= \text{object coordinates in camera system} \\
  x_O, y_O &= \text{image coordinates of principal point} \\
  x_p, y_p &= \text{image coordinates} \\
  dx, dy &= \text{lens distortions} \\
  R &= \text{rotation matrix} \\
  c &= \text{principal distance}.
\end{align*}
\]

3 Shape Measurement of Partial Views by Fringe Projection

3.1 Optical Setup and Calibration of the Shape Sensor

Figure 2 shows the optical setup of the shape sensor, which is used for measuring the 3-D coordinates of partial views. The projecting unit is only needed for structuring of the surface and is not involved in determination of object coordinates. Because of this passive approach, just the two cameras of the shape sensor have to be calibrated: A reference object with a large number of circular targets attached to it is imaged by both cameras at different viewing angles. The relative orientation of the two cameras to each other can now be computed by a photogrammetric bundle adjustment process using the proposed model for central projection. Once these orientations are known, object coordinates can be calculated by a photogrammetric triangulation based on four measured image coordinates.

3.2 Phase Measurement by Fringe Projection

In phase-shifting fringe projection, the fringes should have a sinusoidal shape when they are projected onto a plane object. By shifting the phase with a fixed phase step \( \Delta \varphi \), the recorded intensity for one pixel changes. This follows from

\[
I = I_0 [1 + M \cos(\varphi + \Delta \varphi)] ,
\]
where
\[ I = \text{recorded intensity} \]
\[ I_0 = \text{mean intensity} \]
\[ M = \text{fringe modulation} \]
\[ \sigma = \text{phase} \]

At least three intensities are necessary for determining the unknown phase \( \varphi \). Using for example four steps \((0, \pi/2, \pi, 3\pi/2)\), the phase \( \varphi \) can be calculated from the related intensities \((I_1, I_2, I_3, I_4)\) by

\[
\varphi = \arctan \frac{I_4 - I_2}{I_1 - I_3}.
\]

Redundancy of phase determination is increased on introducing more samples of the signal function. An \( N \)-step phase shift with relative phase steps of \( \Delta \varphi = 2\pi/N \) leads for example to

\[
\varphi = \arctan \frac{\sum_{i=1}^{N} I_i \sin[(2\pi/N)(i-1)]}{\sum_{i=1}^{N} I_i \cos[(2\pi/N)(i-1)]}.
\]

Phase-shift formulas like these can be deduced from a least-squares approach.\(^{12,13}\) The higher redundancy does not imply a higher absolute precision of phase detection if systematical error sources like phase-shift errors or nonsinusoidal waveforms appear. The influence of such error sources on the reliability of phase measurement has been investigated by several authors. New algorithms have been presented that are insensitive to some of these.\(^{14-16}\)

Figure 3 shows fringes projected on a curved object surface and the corresponding \( \text{mod} \ 2\pi \) phase map.

### 3.3 Absolute Phase Measurement

As deduced from the periodic fringe pattern that is projected onto the object surface, the original phase map is ambiguous perpendicular to the fringe direction. A common method to solve this problem consists in applying additional Gray-code patterns, which provide the wanted fringe orders.\(^ {17}\) However, this procedure is time-consuming without increasing the accuracy. An alternative proposal to solve the ambiguity problem was presented by Zumbrunn.\(^ {18}\) Two phase maps are combined, with one of them consisting of only one fringe order and covering the whole field of view. This phase distribution can be used for obtaining the phase orders of a second fringe pattern with a smaller fringe spacing. Malz\(^ {19}\) showed how to calculate the fringe orders from the beat of two periodical functions with high frequencies.

Here, a multiple-wavelength strategy is used to obtain the wanted fringe orders: For example, two different phase functions \( \varphi_1(x) \) and \( \varphi_2(x) \) with the wavelengths \( \lambda_1 \) and \( \lambda_2 \) are superimposed (Fig. 4). The superposition produces the phase-correct subtraction of these two functions, yielding the desired beat function \( \phi(x) \) with the wavelength \( \lambda_b \):

\[
\lambda_b = \frac{\lambda_1 \lambda_2}{\lambda_1 - \lambda_2}.
\]

The frequencies of the initial functions have to be selected in a way that the beat frequency is low enough to be unambiguous over the field of view of the cameras. Then, the phase values of the beat frequency can be used to unwrap the periodic phase values of the initial functions. Figure 5 shows two phase maps with the initial frequencies selected to get an unambiguous beat function. Because of phase errors, it is not possible to unwrap a large number of
phase periods (for example 64 periods) in a single step. In this case, three initial phase functions are introduced in order to get an unambiguous beat.

### 3.4 Projection of Fringes with Different Orientations

In classical photogrammetry, structures like circles, crosses, or natural patterns are attached or projected onto the object surface. Image operators like ellipse operators are applied in order to find the image coordinates of corresponding image points in different cameras or image planes. As the phase information is only one-dimensional, sequences of fringes with different orientations \( g_i \) and \( h_i \) have to be projected onto the object surface (Fig. 6). In this case, the image coordinates of homologous image points \( p_1 \) and \( p_2 \) are determined by evaluation of the absolute phase maps, and the corresponding object coordinates \((X_p,Y_p,Z_p)\) can be calculated by a redundant space intersection.

### 3.5 Image-Point Correlation

In this section, the basic principles of the new image-point correlator based on absolute phase maps of different orientations in two image planes are presented. Systematic phase errors are largely compensated because they appear in both image planes in the same manner. Figure 7 shows two absolute phase maps \( \phi(x,y) \) and \( \kappa(x,y) \) with different orientation in the image plane \( B_1 \). As a given combination of the two phases \((\phi,\kappa)\) exists at only one point in \( B_1 \), the image plane is coded in an unambiguous manner by these phase distributions. Thus, an image point \( p_2(x_{p_2},y_{p_2}) \) in \( B_2 \) homologous to a given image point \( p_1(x_{p_1},y_{p_1}) \) in \( B_1 \) with the known phases \((\phi_p,\kappa_p)\) can be determined if the following conditions are fulfilled:

\[
\phi(x_{2},y_{2}) = \phi_p \tag{7}
\]
\[
\kappa(x_{2},y_{2}) = \kappa_p \tag{8}
\]

Figure 8 shows how to detect this point: The real phase distribution \( \phi(x_2,y_2) \) in \( B_2 \) is fitted with a bilinear function that intersects the searched phase plane \( \phi(x_2,y_2) = \phi_p \). By repeating this procedure with \( \kappa \), two isophase lines come into existence with the common point \( p \) (Fig. 9).

### 3.6 Determination of 3-D Coordinates

As the phase maps provide measurement values for each picture element, the image correlation algorithm is repeated for each pixel. Dense object point clouds are generated by triangulation of all of these image points. Because of the redundancy in triangulation, an intersection error is now computable for each object point, and the exterior sensor orientations can be checked and corrected if necessary. Figure 10 shows an object point cloud of one partial view.

4 Matching of Partial Views by Photogrammetry

For the 3-D measurement of complex objects, the shape sensor has to be placed at different positions around the object. Each object point cloud of a partial view is measured in the respective sensor coordinate system. Knowing the sensor orientation for each view, these clouds can be transformed into the global coordinate system.

4.1 Demonstration of Photogrammetric Matching

For demonstrating the concept of photogrammetric matching of point clouds from partial views, the door of a car was chosen. First, it was marked with circular reference targets (Fig. 11). The global coordinates of these targets were determined in advance by a photogrammetric bundle adjustment (Fig. 12). The result was an accurate reference frame for the orientation of the different positions of the shape sensor.

Next, a partial view of the door was measured by the shape sensor (Fig. 13), resulting in a point cloud of 3-D
coordinates related to the sensor coordinate system (Fig. 10). For sensor orientation, each partial view has to contain at least three reference targets, whose sensor coordinates are calculated by the shape sensor. With this information, a transformation from the sensor coordinate system into the global coordinate system of the reference frame was calculated (Fig. 14).

Other missing parts of the object were measured similarly, resulting in the complete point cloud (Fig. 15). A shaded plot of the result is shown in Fig. 16.

All partial views were transformed independently into the reference frame, without the addition of orientation errors. The additional errors caused by the reference frame were small compared to the errors of the shape measurement. This follows from the accuracy of the reference target coordinates calculated by the photogrammetric bundle adjustment, which is about three times higher than the accuracy of the shape measurements by fringe projection.

The accuracies of the transformations can be calculated by an error-propagation model, yielding important information for the user.

An additional advantage of the proposed concept is the flexibility and transportability of the measurement system, consisting only of a digital camera for the photogrammetric measurement of the reference frame and the shape sensor.

The following subsections describe some implementation details of this measurement concept.

### 4.2 Photogrammetric Measurement of Reference Targets

Figure 17 shows the principle of photogrammetric bundle adjustment for calculation of the coordinates of the reference targets $P_i$ from different images $B_i$.

### 4.3 Transformation of Point Clouds into Reference Coordinate System

For the transformation from the sensor coordinate system into the reference coordinate system the method of sensor-system orientation is presented.

The two cameras of the shape sensor have a certain fixed relative orientation to each other, which has already been determined by the sensor calibration process. Now, the orientation parameters of the sensor related to the observed reference targets are calculated. For this purpose, the deviations between the measured image coordinates and the projected image coordinates of the reference targets [Eq. (1)], have to be minimized under the restriction that the relative orientation $b$ of the sensor cameras is fixed (Fig. 18).

Using this method, even reference targets that are visible only in one camera can be included in the sensor orientation process.

### 5 Conclusion

In this paper, a new concept for shape measurement of complex objects has been proposed. It is based on combin-
Fig. 9 Local intersection of isophase lines in $B_2$.  

Fig. 10 Point cloud of 3-D coordinates measured by shape sensor.  

Fig. 11 Door of a car with circular reference targets.  

Fig. 12 Global coordinates of reference targets.  

Fig. 13 Partial view of the door with four circular reference targets.  

Fig. 14 Partial point cloud transformed into the global coordinate system.  

Fig. 15 Complete point cloud composed of several partial shape measurements.  

Fig. 16 Shaded plot of the complete point cloud.
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Fig. 17 Principle of photogrammetric bundle adjustment.

Fig. 18 Orientation of sensor system.
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